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ROINO s 3. a) Define the two approaches to clustering. What type of
= = algorithm is PAM (Partition Around Medoids). Briefly
i MCSE-301(A) i explain PAM algorithm. Why is CLARA better than
2 M.E./M.Tech., ITI Semester z PAM? 7
.'.E, Examination, December 2016 f b) What is density based clustering? Explain the DBSCAN
3 Data Warehousing and Mining g algorithm for clustering. W};at are dt:e {)avou:able feamre;
E (Elective - ) E of DBSCAN for clustering large databases’
E. W i E' ¢) Whatdo }'D;l ém:d;rstandl b}z E\Jeml Nifo;'k? V‘:r'hat is ;
E Ml Mk 210 E percepiron! brielly €Xplain tn€ perceptron learning.
Note: i) All questions are compulsory.
ii) Attempt any two parts out of these in each question. 4. a) Whatis Webmining? Briefly explain web content mining.
iii) Write to the point answers. How is it different from web structure mining? 7
1. a) How is data mining related to process of ‘Knowledge iy " i; Tempor?.hgat? E: n;;l_g 3 ‘:Uhat i t}]le dlffﬂe?;
discovery in Databases’ (KDD)? Is data mining an e s s e
independent field of study? How is data mining query c) Briefly explain the GSP Algorithm for temporal
different from a simple database query? 7 association rule mining. 7
b) What are the basic data mining tasks? What kind of
problems do we face while doing these tasks? Briefly .
discuss challenges of data mining algorithms. 7 5. @) Wiiteshortnotes on (any two) *
¢) Incourse of data mining tasks, define the following tasks i) SPIRIT
= and explain their applications briefly: 7 = i) WUM
= 1) Classificationtask = =
5 ii) Clustering task = i) SPADE =
i i b) Where do we need to use time series analysis? Explain i
= 2. a) What is a classifier? Explain the nearest neighbour e the process of feature extraction from time series. 7 L
".E ciassiﬁer.‘What are t.hf: chflractedsﬁcs of such a classifier? ".E ¢) Differentiate clearly between classification and clustering E
=3 In what kind of domains it can be used? 7 B Sl e e L s 7 s
= 5 e s = , gsu p =
= b) Whatis adecision tree based classifier? How do we define = =
2 an attribute test condition for split of a node? 7 2 2
=i ¢) Explain the apriori algorithm for association rule mining. = s s e e =
What is apriori property? How do we measure goodness
of a candidate in mining association rules. 7 no
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